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Abstract

The human factor plays a relevant role in all manual or partially automatic production systems, specially, the ones showing reliable
and balanced dynamics. In the literature, parametric or survey-based models are quite common for performance evaluation of
production workers. In this work, multi-directional efficiency analysis is used instead, for root cause analysis of product reworks
and bottlenecks occurrence, according to four worker-related parameters: experience time, wage, delay time and response time.
The approach allows to identify individual inefficiencies per tuple worker/working shift and to cluster them according to similar
inefficiency parameters. In addition, this work opens a path to new applications of multi-directional efficiency analysis to problems
in the manufacturing industry.
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1. Introduction

Production throughput is highly influenced by different types of direct/indirect inputs: materials/parts in processing
and/or in queue, workstations, workers, among others. Therefore, it is important to regularly measure and quantify
poor performances in a production system, taking into account that its sole measurement is not enough. According
to [1], technical inefficiencies can be interpreted as a result of a lack of motivation or effort of workers. On the other
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hand, [2] perceived the term differently, considering that it could result from a lack of knowledge or managerial ability,
where improvements could be obtained through learning processes.

The evaluation of a worker’s performance is a regular assessment procedure that some companies conduct, not only
for effective job evaluation but also to allow workers to set expectations and measure their success. The information
gathered can help decision making in regards to pay raises, promotions, bonuses, but also work assignments or work
tasks improvement, as well as general quality enhancement. Performance evaluations should be judged in alignment
with specific goals using defined metrics. However, many times they may show subjectivity and even some contro-
versy. Several studies exhibit different strategies and metrics to better understand job performance [3]. Some strategies
combine what is done in reality with what could be done in ideal circumstances. Other studies try to distinguish be-
tween maximal and typical performance, by examining the effects of workers’ differences on the maximal–typical
performance relationship [4, 5, 6].

Productivity in general or throughput can be directly associated with the occurrence of operational bottlenecks
or/and reworks. An operational bottleneck is anything that diminishes productivity on the factory floor, and a rework
or a re-processed part is a product that had to be re-worked in a workstation because of incorrect or incomplete
processing. In parts manufacturing and assembly, workers tend to be the rate-limiting factor across various steps,
meaning that throughput is directly affected by their behavior. So, managing bottlenecks is quite often a matter of
managing people – through appropriate staffing and task leveling. Most authors associate task execution delays, in
production lines, with variability. In a production process, variability is one of the primary causes for bottleneck
occurrence, line efficiency degradation and inventory excess [7]. In line with the Industry 4.0 topic, the most effective
way to determine the causes for throughput decrease, and so bottleneck occurrence, is via real-time monitoring and
post-evaluation of production data by the integration with a manufacturing execution system (MES) [8].

Considering all aspects above, in this work, it is presented a novel contribution of a benchmark analysis of worker’s
performance, using multi-directional efficiency analysis (MEA), by linking bottlenecks and reworks occurrence (out-
puts) with the effect of real worker’s resources (inputs). Therefore, using a data-driven approach, it was possible to
benchmark the worker’s associated inputs such as wage (euros), experience time (hours), response time (seconds)
and delay time index, with production outputs as bottleneck information and number of re-processed parts. The delay
time index is a penalization value that measures the lapse between the planned shift start time and the time a worker
effectively started working, by using a Gaussian function as weight. The response time measures the average time the
worker takes to start a job in a workstation compared to the time the part/product is available to be processed.

Plenty of benchmarking research has been supported by the use of data envelopment analysis techniques (DEA).
However, for this study, it was intended to use a more tailored and detailed method, to not only study efficiency
outcomes, but also inefficiencies, which is one of the strengths of MEA. Additionally, up to our knowledge, bottleneck
information has not yet been used to benchmark worker’s performance, contributing with another innovative aspect.

In terms of structure, the paper is organized as follows. In Section 2, some clarification is provided about the main
topics addressed in the study: the importance of workers’ performance evaluation, as well as conducting benchmark
studies. In sub-section 2.2., a bottleneck identification model for a manufacturing line is explained, where the worker’s
influence is now added as complementary variable of the human-machine interaction in the context of bottleneck
identification (an extension from previous work [9]). Section 3 presents the Methodology used (multi-directional
efficiency analysis) for the performance evaluation study, providing, additionally, an explanation about the input and
output variables considered for the model. Section 4 shows the discussion of the results, and Section 5 closes the
present study addressing the conclusions and next steps for future investigation.

2. Definitions and concepts

2.1. Benchmarking and performance evaluation

In 1979, Xerox introduced benchmarking as a total quality management tool, that has been broadly adopted by
many industries, as the manufacturing industry [10]. According to [11], it has been proven to be effective for con-
tinuous improvement achievement in diverse management areas, so as in production refinement. In manufacturing
production, benchmarking allows a better understanding of strengths and weaknesses of processes, through a compar-
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ative analysis between system variables. It aims to pinpoint, understand and apply the best practices to support and
help firms to maximize its performance [12] and minimize inefficiencies .

Often times, the terms benchmarks and benchmarking get confused [13], so it is important to clarify the difference
between them. Benchmarking is defined as an improvement process while benchmark is a performance level [14]. To
perform benchmarking, researchers found that some companies focus on setting key performance indicators (KPIs)
based on their organizational strategy [15]. The objective is to increase production throughput, and ultimately customer
satisfaction through a lower delivery time. To achieve both goals, what usually managers think about first, while
looking up to costs and the economic spectrum, is to produce as large as possible a certain output from a given
set of inputs. Therefore, companies want to minimize inputs and maximize outputs, in order to obtain not only better
throughput but also fewer costs. For an effective benchmarking implementation, adequate tools, system, and IT support
are necessary [16]. Therefore, real data coming from a manufacturing execution system (MES) must be used and
analysed for a true and real understanding of the system flow.

2.2. Bottleneck identification

There are numerous definitions for bottleneck in the literature [17], in which all of them agree to the fact that
it introduces a negative impact on the output of a production system. Therefore, system monitoring and root cause
analysis is crucial for bottleneck control and detection, and ultimately throughput improvement. The process of root
cause identification, to subsequently eliminate or reduce problems, is crucial to understand if, e.g., in a workplace
with a machine-worker interaction, the worker is one of the causes for bottlenecks occurrence, and which aspects of
his performance may be enhanced. In Figure 1 (middle layer), a pictorial representation of a typical manufacturing
line is shown, in parallel with the corresponding actions happening on the sensoring level (upper layer) and the formal
representation level (lower layer).

Fig. 1: Manufacturing line and correspondent abstract representation through the Queue Directed Graph (QDG) model, with additional information
about relevant metrics.

At the upper layer, a representation of the manufacturing execution system (MES) information is designed in
connection with the events occurred in the manufacturing line. The MES is the information system that helps to
monitor, supervise, and control processes in the production system. It receives real-time data from the production line
which includes machines, sensors, and edge devices. Each workstation has a sensor placed at the entrance (Sensor in)
and at the exit (Sensor out), aimed to acquire data and transmit it to the MES. Based on the collected data, for every
part that enters the production line, the MES determines the Processing Time in a certain workstation and the Real
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Queue Time in the correspondent queue. However, the Real Queue Time does not represent exclusively the amount
of time a part is in a queue. Because workers are responsible for transport and manipulation of parts between queues
and workstations, there will always be a small percentage of time associated with human delay in their response.
Therefore, according to MES calculations, the Real Queue Time is obtained by the sum of the effective queue time
and the so-called Response Time, represented in Figure 1.

In the past literature, for studies addressing real case studies with companies with a MES, the metrics above were
used for bottleneck identification, depending on either queue behavior or workstation behavior. Most recently, [9]
developed a data-driven bottleneck identification approach, where bottlenecks were identified based on minimal data
information. “Minimal information” is a set of records with an identification (ID) for the location (workstation), an ID
for the part, and a timestamp corresponding to the departure time of a part from a workstation (given exclusively by
the Sensor out, represented in Figure 1). Based on these records (see Figure 1 (lower layer)), for each part that enters
the production line, it is possible to mathematically calculate the timestamps of: (1) queue entry, (2) queue exit; and
(3) workstation exit. Physical workstations are abstractly represented by nodes (elements N6 and N7), related queues
(elements Q7 and Q8), and products/ parts (elements K1, K2, and K3). From these information, bottleneck measures
can be derived as the average active period method (AAPM).

Introduced by [18], AAPM uses the average of the active periods of a process and detects fluctuations to it. For-
mally, this may be defined as ΨAAPM = argmaxi∈{1,...,sN−1}Φi with Φi = mean({ζnode

w,i ∈ R
+
0 }), where ζnode

w,i is the active
time of a node i at the instant of time w. Commonly, the notion of active periods is associated to the processing times
obtained by hardware devices. In fact, AAPM can be seen as a family of methods, where variants are obtained by
changing the underline notion of active period. We consider the following useful variants: the average measured pe-
riod method (AMPM) where the average is made over the periods of measuredTime; and the average queue period
method (AQPM) where the average is made over the periods of time where the queue is occupied by at least one
token (so-called queueTime). Such variant will be calculated and used as output variables in the benchmark method.

Taking a closer look at Figure 1, a clear difference can be pinpointed between the Queue Directed Graph (QDG)
metrics (Queue Time and Measured Time) and the MES metrics (Real Queue Time and Processing Time. In the
QDG model, the human component, measured by the Response Time (RT) is aggregated with the Measured Time.
Consequently, this paper extends previous work done in [9], by considering the existence of a worker’s response
time, which as not yet been considered in the literature by any method of bottleneck identification. So, by setting the
difference between the Measured Time and the Processing Time, it is possible to compute the amount of time a worker
spent to ”respond” to a part in a queue. Thereafter, the RT variable will be further utilized as an input for the present
benchmark analysis.

We point out that the approach proposed in this work is general enough to be implemented over any definition of
bottleneck, available in the literature as [18, 19], and references wherein.

3. Methodology

3.1. Multi-directional efficiency analysis

The multi-directional efficiency analysis (MEA) method is based on the potential improvements approach proposed
by [20], and initially implemented by [21] for efficiency determination of Danish dairy farms. It is a non-parametric
approach, belonging to a group of advanced data envelopment analysis (DEA) techniques, which selects benchmarks
with the aim of allowing the estimated output to determine the direction of improvement [22]. This means that the
MEA model selects both input reduction and output expansion, according to improvements potential, related to each
separated input and output of the model. Therefore, a clear advantage of MEA, is the fact that it can simultaneously
provide multiple efficiency estimations of input-output [23], [24], providing an analysis about the relative importance
or contribution of the input factors for efficiency maximization or inefficiencies minimization.

MEA contrasts with the proportional improvements approach introduced by [2] and better known as DEA, modeled
by [25] and later extended by [26]. The DEA approach is a highly used non-parametric methodology which formulates
and solves a linear programming problem, to compute the relative efficiency of a set of homogeneous units, named
decision making units (DMU). It produces an efficiency score and a target operating point that lies on the efficient
frontier for each DMU. This approach is computed in a way that usually it uses the same, or less inputs, to produce



Eugénio M. Rocha / Procedia Computer Science 00 (2022) 000–000 5

identical or more outputs (it requires a fixed consumption mix). These aspects trigger several reasons for selecting
MEA over the traditional DEA model. As briefly explained above, one of the reasons lies on the fact that DEA is
restricted to the radial or proportional contractions of inputs (or, on the other hand, expansions of outputs [27]). Prac-
tically, this means that in a situation where 3 inputs have been used in a certain proportion (e.g. 1:3), the savings will
show this same proportion. This aspect comes with a range of procedural concerns to be explored and fixed, including
those relating to the homogeneity of the units under evaluation, the input/output set chosen, the measurement of those
selected variables and the weights attributed to them [28]. Therefore, the improved MEA methodology determines
efficiency/slack for each factor separately, presuming that all other input factors remain unchanged. For this reason,
MEA better reflects the fact that there is no ‘one-size-fits-all’ and so diverse combinations of earns and losses can
contribute to superior performance [29].

In what follows, we give a general description of the MEA model used and fixed notation. Let n = (w, s) ∈ N be
a tuple identifying the worker w ∈ W, and the working shift s ∈ S , which we call a worker/working shift tuple, and
[m] denotes the set {1, ...,m}, for some m ∈ N. We consider that any given tuple n ∈ N produces J ∈ N outputs y j(n),
j ∈ [J], using I ∈ N inputs xi(n), i ∈ [I], where the first 1 < D ≤ I inputs are the so-called discretionary inputs, i.e.
variables that enter into the optimization process, because the non-discretionary inputs are variables that cannot be
changed. Hence, x(n) ∈ RI is the vector of all the inputs and y(n) ∈ RJ is the vector of all the outputs, for a given
worker/working shift tuple n ∈ N . Our dataset Z = {z(n)}n∈N is the set of values z(n) = (x(n), y(n)) for all n ∈ N .
Considering the variable returns to scale (VRS) model for the efficiency measurement of decision making units, see
[30], we define the set ΛN =

{
λ ∈ RN :

∑N
n=1λn = 1

}
.

The MEA score for a specific observation z(n̄) = (x(n̄), y(n̄)) is found by solving the following linear optimization
programs:

Problem Pα
m(z, n̄) : Problem Pβ

j (z, n̄) :

minαm(n̄) such that max β j(n̄) such that∑
n λn xm(n) ≤ αm(n̄),

∑
n λn xi(n) ≤ xi(n̄), i ∈ [I],∑

n λn xi(n) ≤ xi(n̄), i ∈ [I], i , m,
∑

n λnys(n) ≤ β j(n̄), s ∈ [J],∑
n λnyl(n) ≤ yl(n̄), l ∈ [J],

∑
n λnyl(n) ≤ yl(n̄), l ∈ [J], l , j,

Problem Pγ(α, β, z, n̄) :
max γ(n̄) such that∑

n λn xi(n) ≤ xi(n̄) − γ(n̄)(xi(n̄) − α∗i (n̄)), i ∈ [M],∑
n λn xi(n) ≤ xi(n̄), i ∈ [I] \ {m},∑
n λnyl(n) ≥ yl(n̄) + γ(n̄)(β∗l (n̄) − yl(n̄)), l ∈ [L],

where λ ∈ Λn, α∗m(n̄) and β∗j(n̄) are the optimal solutions to the problems Pα
m(z, n̄) and Pβ

j (z, n̄) respectively. The ideal
point of (x(n̄), y(n̄) is given by the MEA output vector ζ(n) � (α∗1(n), ..., α∗d(n), ..., xI(n), β∗1(n), ..., , β∗J(n)). Often, some
of the input variables may be discretionary (their values can be changed) and others may be not discretionary (are
fixed). From now on, the discretionary variables are represented by the first indices d, 1 < d < I. Thus, i ∈ [D]
indicates the discretionary inputs and i ∈ [I] \ d indicates the non-discretionary inputs. In this setting, the MEA for
a specific observation z(n̄) = (x(n̄), y(n̄)) consists of (|D| + |J| + 1) × N linear programs, which includes one problem
Pα

d (z, n̄) for each discretionary input d ∈ [D], one problem Pβ
j (z, n̄) for each of the output dimensions j ∈ [J] and one

problem Pγ(α, β, z, n̄).
For a given dataset z = {z(n)}n∈N the MEA score of each n ∈ N is given by

MEAz(n) =

1
γ∗(n) −

1
D

∑D
i=1

xi(n)−α∗i (n)
xi(n)

1
γ∗(n) + 1

J
∑J

j=1
β∗j (n)−y j(n)

y j(n)

, (1)

where α∗i (n), β∗j(n) and γ∗(n) represent the corresponding optimal solutions to the linear optimization problems

Pα
i (z, n), Pβ

j (z, n) and Pγ(z, n, α∗, β∗).
The MEA score is then obtained by the directional contribution of each input and each output variable. In fact, for

the input i ∈ [I] the contribution in the unit z(n̄) is given by

mEffi(n) =
xi(n) − γ(n)(xi(n) − α∗i (n))

xi(n)
χ[D](i), (2)

where χ[D] is the characteristics function of the set [D]. That means χ[D](i) = 1, if i ∈ [D] and χ[D](i) = o if i < [D].
For the outputs j ∈ [J] the contribution is given by

mEff j(n) =
y j(n)

y j(n) + γ(n)(β∗j(n) − y j(n))
. (3)
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One interesting feature about MEA is that the inefficiency of each input can be analyzed individually. In fact, using
the ideas in [30], we calculate the following inefficiency index. For a given dataset z = {z(n)}n∈N the inefficiency index
for each given input index i ∈ [I] and tuple n ∈ N is given by

mIneffi(n) =

∑N
n=1 γ(n)(xi(n) − α∗i (n))∑N

n=1xi(n)
. (4)

We refer to the inefficiency index to determine the number of times each input was used inefficiently, since our
particular interest is to assess if global efficiency can be improved with less inputs.

3.2. Input and output variables

At this section, we present the inputs and outputs selected for the MEA model. As inputs, the following variables
were considered: (i) Wage (W), in euros; (ii) Experience time (ET), in hours, as the quantity of training hours invested
by the company and benefited by the worker; (iii) Response time (RT), in seconds, as the time a worker spends to
react or respond to the presence of parts in a queue; (iv) Delay time index (DT), per unit, as a penalization value that
measures the lapse between the planned shift start time and the time a worker effectively started working, by using a
Gaussian function as weight.

The above mentioned inputs where primarily chosen based on an economic factor. The purpose is to understand
which variables have greater influence on production outcomes, such as bottleneck occurrence and product reworks.
By this, we mean that either W, ET, RT and DT are, per se, direct/ indirect costs for the company, and can either be
interpreted as resources. That is, worker’s resources (W and ET) and company resources (RT and DT). To the best of
our knowledge, regarding workers’ performance evaluation, no paper has been found in the literature addressing the
above-mentioned variables used in the MEA model.

Information relative to the mean and standard deviation values of each input and dataset is present in Table 1. Every
dataset is unique, and it detains information correspondent to a single working shift (WS). For the study, the same 14
workers are analysed, so the average and standard deviation values for wages and experience time remain equal to all
datasets.

WS W (€) ET (hours) RT (secs) DT (pu)
d01 1.16 ± 0.99 0.26 ± 0.14
d02 0.59 ± 0.45 0.17 ± 0.13
d03 666.21 ± 46.32 1060.71 ± 586.66 0.59 ± 0.53 0.21 ± 0.14
d04 0.96 ± 0.88 0.19 ± 0.15
d05 1.06 ± 0.96 0.18 ± 0.13

Table 1: Mean and standard deviation of the information of the dataset from each working shift (WS) and each input variable.

For production performance analysis, the occurrence of bottlenecks and/or machine reworks are usually aspects that
concern managers. According to [19], for bottleneck identification, the majority of methods found in the literature can
be split into two main categories: the workstation state, evaluating the production time of a part in a workstation,
or the queue state, evaluating the time of permanence of a part in a queue, (the Queue Time and the Measured Time,
respectively, explained in section 2.2., Figure 1). However, when calculating these metrics for human-machine types of
workstations, two influence factors can be considered: the machine’s workload and worker’s workload. To determine
the impact of bottlenecks occurrence related to the worker’s performance, then only the percentage of time of the
worker’s workload should be accounted for and applied to the bottleneck results. To this extent, and with previous
knowledge about worker’s workload percentages, such information was also added to the results, bringing more
credibility into the analysis.

Considering that all machines perform with the same accuracy level, the number of workstation reworks can pro-
vide relevant information about workers quality standards. If a workstation has the highest number of reworks, the
assigned worker should be ”penalized” in his efficiency score, when compared to other workers in others workstations.

So, it is intended to determine which workers have the lowest associated values of W, ET , RT , DT , and, in com-
bination, are able to ”create” fewer bottlenecks and reworks in the production system, maximizing performance.
Following the logic of benchmarking theory, it is intended to minimize inputs and maximize outputs. Acknowledging
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this, the outputs selected for the study are variables that managers want to minimize, so their complementary values
are determined. Hence, let i ∈ {0 . . . , j + 1} be the unique ID that characterizes a worker for a given working shift,
where j is the total number of records analyzed (14 workers x 5 work shifts, so j = 70 ). Thus, taking into account the
definition of AAPM (see [18]), they may be written as

cAMPMi = max { AMPMk : k ∈ {0, . . . , j + 1}} − AMPMi, (5)

cAQPMi = max { AQPMk : k ∈ {0, . . . , j + 1}} − AQPMi, (6)

cReworksi = max { Reworksk : k ∈ {0, . . . , j + 1}} − Reworksi. (7)

The wages were randomly allocated according to the information provided by [31], as well as the values for the
experience time assigned to each worker. The response times were calculated according to the information present in
sub-section 2.2. The delay time index DT(t) was calculated as:

DT(t) = Gσ (tb) −Gσ(t) where Gσ(t) =
1

σ
√

2π
exp

(
−

1
2

(t − tb)2

σ2

)
, (8)

for a given standard deviation σ that accounts for the penalization curve spread.

4. Results discussion

Table 2 presents a general characterization of the datasets used for the MEA algorithm. Four of these datasets were
selected by a company manager and labelled as “Good” and “Bad”, according to the best/worst quality percentages
and best/worst production numbers, as pictured in Table 2. Dataset d01 was randomly selected for control. The study
of three types of datasets represents an advantage for the problem analysis, by comparing which parameters have
greater impact in better or worst production quality percentages and/or production numbers.

WS Dataset Type Date Duration Quality % Reworks % Production Workers
d01 Random 23/Nov/2020 08:08:21 94.07% 0.726% 112
d02 Good 08/Feb/2021 08:08:33 97.98% 1.260% 132
d03 Good 09/Feb/2021 08:05:13 97.78% 0.782% 132 14
d04 Bad 17/Feb/2021 07:53:47 72.59% 0.813% 98
d05 Bad 18/Feb/2021 07:59:28 81.48% 0.416% 110

Table 2: Characterization of the datasets used in the benchmarking.

Figure 2 (a) and Figure 3 (a) show, respectively, the ranking results of workers and working shifts, according
to the number of times maximum efficiency was determined by the algorithm. Looking to the example of worker
ID=O03, the maximum efficiency mEffi(O03, s) = 1.000, was scored in s = {1, 2, 3, 4}, datasets d01, d02, d03 and
d04. On the other hand, Figure 2 (b) and Figure 3 (b) show, respectively, the ranking results of workers and working
shifts, in association with the sum of the efficiency values predetermined by the MEA. So, particularly looking to
Figure 3 (b) and comparing it to Figure 3 (a), d05 has a higher global sum of mEff values than d03. However, the
number of workers in d05 with a maximum efficiency rate is smaller when compared to d03. With this information,
it can be said that in d05, the group of 14 workers had worked more evenly balanced, once there were fewer workers
working with maximum efficiency, and a higher sum of total efficiency was registered. Taking another look at the
dataset characterization and building a connection between the results of Figure 3, it is interesting to check that the
”bad” datasets are also ranked in the bottom positions. So, this benchmarking analysis also validates, as well as it is
equally validated, by the characterization type made by the line managers, for each dataset. In addition to the historical
data information in which managers based their categorization, there is now also a relationship between the workers’
evaluation parameters, which had not yet been considered.

To extract further information from the benchmark study, a clustering approach was carried out for each pair
worker/working shift. According to [32, 33], clustering allows the allocation of observations into groups such that
similarity is maximized within-groups and minimized between-groups. In this work, clustering is used to group
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(a) (b)

Fig. 2: Worker’s rank according to MEA algorithm calculations.

(a) (b)

Fig. 3: Working Shift’s rank according to MEA algorithm calculations.

(a) (b)

(c) (d)

Fig. 4: Clustering by inefficiency.
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tuples whose maximum individual inefficiencies, calculated by mIneffi(n), are explained by the same input vari-
ables. Hence, Figure 4 shows four clusters, where the maximum inefficiency value is equal to: (a) mIneffwage(n); (b)
mIneffexperiencetime(n); (c) mIneffresponsetime(n); (d) mIneffdelaytime(n).

According to the results, both response time and delay time are responsible for more than 60% of worker/working
shift maximum inefficiency levels. Solely for tuple (O08, d02), maximum inefficiency is explained by the experience
time, and no case of inefficiency is explained by the worker’s wage. We may conclude that the workers’ response time
to parts in queue, and the delay time to the start of the working shift are the two main reasons for throughput decrease.

5. Conclusions and future work

In the context of the aims of the industry 4.0, this work shows the importance of considering, not only IoT data,
but also workers’ behaviour (the so-called human factor) on real manufacturing production environments. Commonly,
bottleneck analysis is used for tasks balancing between workstations, root cause analysis, maintenance reasons, study
of machine limitations, were here, instead, it was used to assess workers’ performance. To reduce overall costs and to
identify potential workers qualification requirements, an approach was developed, capable of analysing data, extracted
directly from a company MES, by using a multi-directional efficiency analysis methodology to quantify the impact of
machine/worker operations on the production outcomes (by choosing specific inputs and outputs). The methodology
also provides worker/shift clusters, obtained from the relative ranking and the measures of inefficiency, that help to
better understand the great variability of real production lines.

As proven in this work, the response time (RT) is one of the primary causes for production line inefficiency, where
delay time index (DT) is the second main cause. Having this kind of information, managers can make decisions with
very few subjectivity involved about workers evaluation, which is one of the main contributions of this paper.

Since workers present distinct behaviors on different days, the proposed approach can be used to alert managers for
a potential problem happening with a worker (e.g., motivational, skill related), when its ranking position is consistently
decreasing. Additionally, to stimulate the rise of efficiency scores calculated with the MEA method, the approach
suggested by [34] is recommended: the development of an appropriate incentive scheme. The idea of the author,
adapted to the present problem, is to award workers who are willing to reduce their response time and delay time
index, through different types of incentives. The goal: to increase efficiency, improve overall production but also to
create a more competitive environment, where workers feel like their individual efforts may be compensated.

In a future work, it would be interesting to merge this quantitative approach with qualitative data, collected directly
from workers. The aim would be to formulate a more broad, human-related, fair and democratic view of the problem.
Furthermore, a system that is able to establish a correlation between the obtained results and absenteeism, or even
predict workers health degradation would be a major advance into a better production system.
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